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Abstract Synaptic plasticity is believed to represent the
neural correlate of mammalian learning and memory func-
tion. It has been demonstrated that changes in synaptic
conductance can be induced by approximately synchronous
pairings of pre- and post- synaptic action potentials deliv-
ered at low frequencies. It has also been established that
NMDAr-dependent calcium influx into dendritic spines rep-
resents a critical signal for plasticity induction, and can
account for this spike-timing dependent plasticity (STDP)
as well as experimental data obtained using other stimula-
tion protocols. However, subsequent empirical studies have
delineated a more complex relationship between spike-
timing, firing rate, stimulus duration and post-synaptic
bursting in dictating changes in the conductance of hippo-
campal excitatory synapses. Here, we present a detailed
biophysical model of single dendritic spines on a CAl
pyramidal neuron, describe the NMDAr-dependent calcium
influx generated by different stimulation protocols, and con-
struct a parsimonious model of calcium driven kinase and
phosphatase dynamics that dictate the probability of

Action Editor: Carson C. Chow

Electronic supplementary material The online version of this article
(doi:10.1007/s10827-012-0397-5) contains supplementary material,
which is available to authorized users.

D. Bush
UCL Institute of Cognitive Neuroscience,
London WCIN 3AR, UK

D. Bush (X))

UCL Institute of Neurology,
London WCIN 3BG, UK
e-mail: drdanielbush@gmail.com

Y. Jin
Department of Computing, University of Surrey,
Guildford GU2 7XH, UK

stochastic transitions between binary synaptic weight states
in a Markov model. We subsequently demonstrate that this
approach can account for a range of empirical observations
regarding the dynamics of synaptic plasticity induced by
different stimulation protocols, under regimes of pharmaco-
logical blockade and metaplasticity. Finally, we highlight
the strengths and weaknesses of this parsimonious, unified
computational synaptic plasticity model, discuss differences
between the properties of cortical and hippocampal plastic-
ity highlighted by the experimental literature, and the man-
ner in which further empirical and theoretical research might
elucidate the cellular basis of mammalian learning and
memory function.
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1 Introduction

Synaptic plasticity—the process of activity dependent
change in synaptic conductance—is widely believed to rep-
resent the neural correlate of mammalian learning and mem-
ory function (Hebb 1949; Martin et al. 2000; Whitlock et al.
2006). Since the first experimental demonstrations of long-
term potentiation (LTP) and depression (LTD), a wealth of
empirical data regarding the induction, expression and
maintenance of synaptic plasticity in different cortical
regions has been obtained (Lomo and Bliss 1973; Dudek
and Bear 1992; Malenka and Nicoll 1999; Citri and Malenka
2008; Neves et al. 2008). In spite of the heterogeneity of
plasticity mechanisms observed throughout the brain, changes
in the strength of excitatory synapses afferent on CAl pyra-
midal neurons in the hippocampus represent the best studied
form in the mammalian cortex (Malenka and Bear 2004;
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Cooke and Bliss 2006; Bliss et al. 2007; Nelson and
Turrigiano 2008). At these synapses, calcium influx into den-
dritic spines represents a critical signal for synaptic plasticity
induction (Lisman 1989; Artola and Singer 1993; Yang et al.
1999; Cormier et al. 2001; Mizuno et al. 2001; Shouval et al.
2002; Sjostrom and Nelson 2002; Buchanan and Mellor
2010). Large, transient elevations in intracellular [Ca®"] gen-
erate LTP via the preferential activation of kinase pathways
while modest, sustained elevations in intracellular [Ca®'] gen-
erate LTD via the preferential activation of phosphatase path-
ways (Malenka et al. 1989; Malinow et al. 1989; Hanson and
Schulman 1992; Mulkey et al. 1993; Lee et al. 2000). Initial
empirical observations of synaptic plasticity were mediated by
tetanic stimulation protocols, with high frequency stimulation
(HFS; typically 1 s of 100 Hz afferent firing) used to induce
LTP and low frequency stimulation (LFS; typically 15mins of
1 Hz afferent firing) used to induce LTD (Lomo and Bliss
1973; Dudek and Bear 1992). In more recent years, it has also
been established that temporally correlated pairs or triplets of
pre- and post- synaptic action potentials delivered at low
frequencies can induce bidirectional spike-timing dependent
plasticity (STDP) depending, among other parameters, on
their exact temporal offset over a range of ~100 ms (Bi and
Poo 1998; Debanne et al. 1998; Pike et al. 1999; Wittenberg
and Wang 2006; Buchanan and Mellor 2007; Nishiyama et al.
2000; Meredith et al. 2003). STDP has been examined in a
variety of cortical regions and species, and its discovery has
both accompanied and accelerated a move in computational
neuroscience from rate to temporally coded models of cogni-
tive processing (Caporale and Dan 2008; Shouval et al. 2010).

Early studies of STDP, primarily carried out in hippocam-
pal cell cultures, delineated a straightforward relationship
between the relative timing of single pre- and post- synaptic
action potentials and subsequent changes in synaptic strength
(Fig. 1a; (Bi and Poo 1998; Debanne et al. 1998)). However,
more recent examinations using acute hippocampal slices
have been unable to induce bidirectional plasticity with pairs
of single pre- and post- synaptic action potentials under
standard recording conditions (Fig. 1b; (Pike et al. 1999;
Wittenberg and Wang 2006; Buchanan and Mellor 2007;
Nishiyama et al. 2000; Meredith et al. 2003)). These results
suggest a more complex picture where synaptic plasticity is
dependent not just on relative spike timing, but also on the
frequency, duration and nature of spike pairings—with a
triphasic STDP curve obtained at CA3-CAl synapses only
when pairings are delivered at approximately theta frequency
(>5 Hz) and involve multiple post-synaptic spikes ((Buchanan
and Mellor 2010; Pike et al. 1999; Wittenberg and Wang
2006; Shouval et al. 2010); Fig. 1¢). Similar results have been
acquired at excitatory connections between cortical pyramidal
neurons (Sjostrom et al. 2001). Other experimental data indi-
cates that potentiation and depression events are switch-like
transitions between binary conductance states, mediated by
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kinase and phosphatase pathways that are competitive and co-
activated (Petersen et al. 1998; O’Connor et al. 2005a;
O’Connor et al. 2005b; Bagal et al. 2005; Fukunaga et
al. 2000). The kinetics of kinase and phosphatase acti-
vation also differ significantly, as LTP can be rapidly
induced by appropriate activity patterns while LTD
requires prolonged stimulation (Yang et al. 1999; Mizuno
et al. 2001; Wittenberg and Wang 2006). Furthermore,
changes in synaptic conductance decay over a period of
hours unless they are accompanied and consolidated by
de novo protein synthesis (Krug et al. 1984; Nguyen et
al. 1994; Frey and Morris 1997).

Early theoretical models of STDP were primarily phe-
nomenological, dictating changes in synaptic weight accord-
ing to the relative timing of pre- and post- synaptic spiking
alone (Song et al. 2000; Froemke et al. 2006; Pfister and
Gerstner 2006). These models are computationally tractable,
but generally fail to replicate synaptic plasticity data
obtained using other stimulation protocols. Subsequent mod-
eling work has demonstrated that intracellular calcium dy-
namics—primarily dictated by influx through the NMDA
receptor (NMDAr), although significant alternative sources
do exist (see (Sjostrom et al. 2008) for a review)—are suffi-
cient to account for empirical data obtained using multiple
stimulation protocols (Shouval et al. 2002; Zhabotinsky
2000; Karmarkar and Buonomano 2002; Abarbanel et al.
2003; Abarbanel et al. 2005; Rubin et al. 2005; Shouval
and Kalantzis 2005; Graupner and Brunel 2007; Pi and
Lisman 2008; Urakubo et al. 2008; Rackham et al. 2010,
for reviews see (Graupner and Brunel 2010; Froemke et al.
2010)). This calcium control hypothesis integrates a wide
array of experimental data within a single theoretical frame-
work and naturally generates a triphasic STDP window of
the type observed in acute hippocampal slice studies, as
intermediate calcium concentrations leading to LTD are gen-
erated by both acausal (i.e. post-pre) spike pairings at short
temporal offsets and causal (i.e. pre-post) spike pairings at
longer temporal offsets. Subsequent studies have attempted
to modify the calcium control hypothesis in order to account
for the biphasic learning curve observed in hippocampal
cultures and at cortical synapses by integrating stochasticity,
an explicit veto system that circumvents intermediate calci-
um concentrations generated by causal spike pairings, or
segregating the mechanisms of LTP and LTD induction
(Karmarkar and Buonomano 2002; Shouval and Kalantzis
2005; Rubin et al. 2005; Graupner and Brunel 2007;
Urakubo et al. 2008). However, very few models have
considered the dynamic nature of transitions between
binary high and low synaptic conductance states—the
majority implementing instantaneous, graded changes in
synaptic weight at a uniform rate ((Shouval et al. 2002;
Karmarkar and Buonomano 2002; Abarbanel et al.
2003; Shouval and Kalantzis 2005; Rubin et al. 2005;
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Fig. 1 Summary of the STDP data obtained in hippocampal cell cultures
[from Bi and Poo 1998] and acute slice preparations [from Wittenberg
and Wang 2006]. (a) The change in synaptic weight generated by 100
pairs of single pre- and post- synaptic spikes at 1 Hz and various temporal
offsets (At=t,os-tre) in hippocampal cell cultures, and two exponential
curves fit to this data (with A.=1, T7.=20 ms, A-=—0.4 and T-=40 ms)
from (Bi and Poo 1998). (b) The change in synaptic weight generated by
100 pairs of single pre- and post- synaptic spikes at frequencies of 0.1 -
5 Hz in acute slice preparations and a Gaussian fit to this data (with p=

Graupner and Brunel 2007; Rackham et al. 2010), but
see (Abarbanel et al. 2005; Pi and Lisman 2008)).
Here we present a new model, based on the calcium
control hypothesis, which incorporates several novel fea-
tures that allow recent experimental data to be more accu-
rately replicated. The model is comprised of binary
synapses, with the frequency and relative conductance of
high and low weight states matched to empirical recordings,
and transitions between these states governed by a Markov
model (Petersen et al. 1998; O’Connor et al. 2005a). Transi-
tion probabilities are non-zero at rest and dictated by calcium
concentration within the dendrite during stimulation such that
changes in synaptic strength can take place at any time and
generally occur sometime after a stimulus, as observed exper-
imentally (Wittenberg and Wang 2006; O’Connor et al.
2005a; Bagal et al. 2005). We putatively associate these
dynamic, calcium driven transition probabilities with kinase
and phosphatase activity, and subsequently put them under the
control of novel thresholded Hill function inspired by recent
advances in systems biology (Morgan 2007; Buchler and
Cross 2009). The dynamic probability of low—high and
high— low weight transitions, corresponding to potentiation
and depression respectively, also obey distinct kinetics, such
that LTP is expressed more rapidly, and the ratio of non-zero
resting probabilities replicates the experimentally observed
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6 ms, 0=48 ms and a peak of 0.8) from (Wittenberg and Wang 2006). (c)
The change in synaptic weight generated by 100 pairings of single pre-
synaptic spikes with two post-synaptic spikes at 5 Hz in acute slice
preparations and the sum of two Gaussians fit to this data (with ;=
15 ms, 0;=32 ms and p,=13 ms, 0,=11 ms) from (Wittenberg and Wang
2006). (d) The change in synaptic weight generated by 30 pairings of
single pre-synaptic spikes with two post-synaptic spikes at 5 Hz in acute
slice preparations and a Gaussian fit to this data (with p=4 ms, 0=15 ms
and a peak value of 1.29) from (Wittenberg and Wang 2006)

decay of early-phase potentiation and depression over a time
course of ~1 h (Wittenberg and Wang 2006; O’Connor et al.
2005a; Bagal etal. 2005; Krug et al. 1984; Nguyen etal. 1994;
Frey and Morris 1997). We tune the parameters of this model
to specifically account for observations of triphasic hippocam-
pal STDP made in acute slice preparations and subsequent-
ly demonstrate that it can parsimoniously replicate the
dependence of synaptic plasticity on stimulation frequency
and duration, as well as the dynamics of synaptic weight
change and decay. We utilise this model to infer the time
course of residual depolarisation in the spine generated by
backpropagating action potentials (bAPs) and the magni-
tude of NMDAr-dependent calcium influx when significant
depolarisation follows glutamate binding by >50 ms; and
then show that it can also replicate observations of syn-
aptic plasticity induced by a number of other stimulation
protocols, under regimes of selective pharmacological
blockade and metaplasticity. Finally, we discuss the gen-
eral strengths and weaknesses of this parsimonious, unified
computational synaptic plasticity model, differences in the
properties and mechanisms of cortical and hippocampal
plasticity described by the experimental literature, and the
manner in which further empirical and theoretical research
might elucidate the cellular basis of mammalian learning
and memory function.
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2 Results

We examine a detailed biophysical model of a single den-
dritic spine that receives pre- and post- synaptic stimulation
corresponding to canonical experimental protocols used to
induce synaptic plasticity (see Section 4). The parameters of
this neuron model are matched to recent experimental data
obtained at the CA3-CA1 synapse wherever available. Stim-
ulation generates membrane depolarisation via backpropa-
gating action potentials and conductance based synapses
that exhibit short-term depression; as well as calcium influx
through NMDA receptors (NMDAr-[Ca®"]). Synaptic plas-
ticity is governed by a Markov model, where stochastic
transitions between binary high and low weight states pro-
ceed with dynamically evolving probabilities that we puta-
tively associate with the activity of kinase and phosphatase
pathways. These transition probabilities are non-zero at rest
and modulated with distinct kinetics by calcium influx
according to modified Hill functions that are inspired by
recent advances in systems biology. The resultant change in
total synaptic weight is averaged across ten trials in which
identical stimulation protocols are applied to N=10000 ho-
mogeneous spines. This value can then be compared to the
changes in excitatory post-synaptic currents or potentials
recorded in empirical studies.

2.1 Dynamics of synaptic plasticity induction
by spike-timing stimulation

Recent experiments conducted in acute hippocampal slices,
which closely approximate the conditions present in vivo,
have demonstrated that the plasticity of excitatory CA3-CALl
synapses is jointly dependent upon the temporal offset of pre-
and post- synaptic firing, number of post-synaptic spikes fired,
frequency of spike pairings, and duration of stimulation (Pike
etal. 1999; Wittenberg and Wang 2006; Buchanan and Mellor
2007). Firstly, we aim to ascertain whether the calcium control
hypothesis—which has been demonstrated to successfully
reproduce earlier STDP data obtained in culture (Fig. 1a), as
well as that induced by other activity patterns—can be revised
to account for this joint dependency.

The experimental data we aim to replicate can be char-
acterised by considering the effects of two different stimu-
lation protocols—pairing 100 single pre- and post- synaptic
spikes (hereafter referred to as ‘spike pairing’) at low frequen-
cies (0.1-5 Hz), which generates a depression-only learning
rule (Fig. 1b); or pairing a single pre-synaptic spike with two
post-synaptic spikes (hereafter referred to as ‘triplet pairing’),
which generates a bidirectional, triphasic learning rule after
100 pairings at a frequency of 5 Hz (Fig. 1c), an unsaturated
potentiation-only rule after 30 pairings at 5 Hz (Fig. 1d), or
mild depression after 100 pairings at a frequency of 0.5 Hz
(data not shown) (Pike et al. 1999; Wittenberg and Wang

@ Springer

2006). In the experimental literature, these learning curves
are often fitted by a Gaussian or sum of Gaussians centred at
short, positive temporal offsets, as illustrated in Fig. 1b-d
(from (Wittenberg and Wang 2000)).

An examination of the simulated NMDAr-[Ca®"] dynam-
ics produced by these stimulation protocols illustrates the
foundations for the calcium control hypothesis—high peak
values generated by both spike and triplet pairings at short,
predominantly positive temporal offsets and decaying expo-
nentially with increasing temporal offset (Fig. 2a, b). Intui-
tively, setting arbitrary thresholds for kinase (8 rp) and
phosphatase (8;1p) activation as the peak NMDAr-[Ca®']
values achieved by spike pairings at short and long temporal
offsets respectively will generate approximately Gaussian
learning curves of different width centred at short positive
temporal offsets that qualitatively replicate empirical data.
We utilise these peak NMDAr-[Ca**] values to parameterize
the threshold 3, of the Hill functions that control kinase and
phosphatase activity, setting Hill coefficients and dissocia-
tion constants in line with previous experimental and theo-
retical studies, and accounting for the empirically observed
competition between these two pathways by dictating that
kinase activity partially inhibits phosphatase activity (see
Section 4; (Fukunaga et al. 2000; Zhabotinsky 2000;
Abarbanel et al. 2003; Pi and Lisman 2008)). Finally, we
assign a higher gain and more rapid decay to the activation
of kinase, such that LTP can be induced rapidly by a small
number of spike or triplet pairings; while phosphatase activity
accumulates slowly over time, such that significant LTD
requires more sustained stimulation (Yang et al. 1999; Mizuno
et al. 2001; Wittenberg and Wang 2006).

Constraining the dynamics of kinase and phosphatase
activation in this way allows us to qualitatively replicate
the full array of experimental data described above (Fig. 2¢c-f).
The moderate peak NMDA-[Ca?'] values produced by spike
pairings delivered at low frequencies (i.e. 0.1-5 Hz) generate a
depression only learning curve centred at short positive tem-
poral offset (up=22.7 ms) and extending over a wide range
(op=32.6 ms; Fig. 2¢). Similar results are generated by triplet
pairings delivered at low frequencies (i.e. 0.5 Hz; Fig. 2d).
Conversely, triplet pairings at higher frequencies (i.e. 5 Hz)
generate an unsaturated potentiation only learning rule centred
at short positive temporal offsets (Lp=19.85 ms) with a nar-
rower range (0p=9.0 ms) when applied for short durations
(Fig. 2e); and a triphasic learning rule (with up=19.5, op=
65.9 ms and pp=20.1, 0p=9.5 ms) when applied for longer
periods (Fig. 2f).

An examination of calcium, kinase, phosphatase and
synaptic weight dynamics during 5 Hz triplet pairing pro-
vides further illustration of the mechanisms of this model
(Fig. 3). Moderate elevations in intracellular calcium, gen-
erated here by acausal (i.e. post-pre) triplet pairings at 5 Hz,
selectively activate phosphatase and subsequently increase
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Fig. 2 NMDAr-[Ca®"] and synaptic weight change generated by spike
and triplet pairing stimulation protocols. (a) Maximum peak NMDATr-
[Ca®*] generated by 100 spike pairings delivered at 0.5 Hz (blue line)
and 5 Hz (red line) with various temporal offsets (At=t,ostpre), Toaps=
25 ms and Tnmpa = 152 ms. (b) Maximum peak NMDAr—[CaH] gener-
ated by 30-100 triplet pairings delivered at 0.5 Hz (blue line) and 5 Hz
(red line) with the same parameter values as (a). Horizontal dashed lines
represent putative thresholds for the induction of LTP and LTD (8¢ p and
Orp respectively) which are subsequently used to inform parameter-
isation of the thresholded Hill functions that control kinase and phospha-
tase activity respectively. Vertical dashed line represents At=0 ms. (c)

the probability of synapses making the transition from high
to low weight states. Conversely, more significant elevations
in intracellular calcium, generated here by causal (i.e. pre-
post) triplet pairings at 5 Hz, activate kinase and phosphatase
pathways, the former inhibiting the latter and subsequently
increasing the probability of synapses making the transition
from low to high weight states. The higher gain of kinase
activation dictates that the probability of transitions from low
to high weight states is an order of magnitude greater during
potentiating stimuli than the probability of transitions from
high to low weight states during depressing stimuli (Fig. 3c,
d). Subsequently, LTP is expressed more rapidly than LTD
(mean transition times for potentiation and depression are
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Overall synaptic weight change generated by 100 spike pairings delivered
at 5 Hz with Tpaps=25 ms, Tnmpa =152 ms, 3p=0.39, Bp=0.175, kp=
0.04 and k,=4x10"* when kinase and phosphatase dynamics are con-
trolled by peaks in intracellular calcium concentration. Horizontal dashed
line represents zero change in total synaptic weight. (d) Synaptic weight
change generated by 100 triplet pairings delivered at 0.5 Hz with all other
parameter values the same as (c). (e) Synaptic weight change generated
by 30 triplet pairings delivered at 5 Hz with the same parameter values as
(c). (f) Synaptic weight change generated by 100 triplet pairings delivered
at 5 Hz with the same parameter values as (c)

6.5+4.8 s and 11.0£5.8 s respectively for the 5 Hz triplet
pairings illustrated in Fig. 3, for example). Finally, it is well
known that relatively weak synaptic stimulation generates an
early phase of potentiation or depression (E- LTP /LTD),
primarily mediated by the (de-)phosphorylation of existing
surface AMPAr, which subsequently decays over a period of
hours. In contrast, stronger stimulation generates the same
absolute magnitude of synaptic plasticity but also initiates de
novo protein synthesis and changes in AMPAr trafficking
which consolidate this weight change, such that it persists
for a much longer period (Krug et al. 1984; Nguyen et al.
1994; Frey and Morris 1997). In these simulations, the decay
of kinase and phosphatase activity to resting levels following
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Fig. 3 Local dynamics of intracellular calcium, kinase and phospha-
tase activity and synaptic weight in the dendritic spine during potenti-
ating and depressing causal and acausal spike pairings. (a) NMDATr-
[Ca*"] dynamics in the dendritic spine during a typical depressing
stimulus — 5 Hz triplet pairing with At=tp,q-tye=—15 mS, Tpaps=
25 ms and Tnmpa,s=152 ms. (b) NMDAr-[CaH] dynamics in the
dendritic spine during a typical potentiating stimulus — 5 Hz triplet
pairing with At=t,-t,.=15 ms and all other parameter values the
same as (a). (¢) Kinase (red) and phosphatase (blue) dynamics during

stimulation dictates that the relative frequency of high and low
synaptic weights returns to its initial distribution over a time
course of ~1 h, in accordance with the decay of E- LTP / LTD
observed empirically (Fig. 3e, f).

2.2 The range of temporal interactions, slow time constants
and skew

The temporal extent of spike pair interactions at low fre-
quencies is primarily determined by the slow time constant
of the NMDA receptor, which dictates the duration of glu-
tamate binding following pre-synaptic input; and the slower,
less dominant component of the bAP, which dictates the
duration of residual depolarisation and therefore partial re-
lief of NMDA blockade in the spine following a post-
synaptic action potential. It is therefore possible to indirectly
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the depressing stimulus illustrated in (a) with 3p=0.39, 3p=0.175,
kp=0.04 and kp=4x10" when kinase and phosphatase dynamics are
controlled by peaks in intracellular calcium concentration. Black
arrows indicate the time of each observed transition between low and
high weight states, or vice versa. (d) Kinase (red) and phosphatase
(blue) dynamics during a typical potentiating stimulus with all other
parameter values the same as (c). (e¢) Decay of LTD and (f) LTP
following the potentiating and depressing stimulation protocols illus-
trated in (a-d)

infer the magnitude of these effective time constants from
the weight change generated experimentally by STDP stim-
ulation protocols. In the simulations described above, the
slow time constant of the NMDA receptor (Tnmpa_s= 152 ms)
is much larger than that of the bAP (T,ops=25 ms) and hence
causal spike pair interactions extend over a larger temporal
window. This accounts for the induction of depression over a
greater range of positive than negative temporal offsets with
spike pairing (Fig. 2¢) or low frequency triplet pairing stimu-
lation (Fig. 2d) and for the induction of more significant
depression around At=—100 ms than At=—50 ms in high
frequency triplet pairing simulations (Fig. 2f). In the latter
case, it appears that post-synaptic bursts at large negative
temporal offsets (At<—50 ms) interact more significantly with
decaying NMDA receptor activation from the previous pre-
synaptic input, as the 200 ms range of temporal offsets
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illustrated here corresponds to a full stimulation cycle at
5 Hz (giving continuity at the end points of Fig. 2f). This
appears to be quantitatively at odds with empirical data,
which suggests that smaller net weight change should be
generated as At—+100 ms for 5 Hz triplet pairing, and
thus that consecutive triplet pairings should not interact at
this stimulation frequency (Fig. lc).

Independently modulating the relative magnitude of these
slow time constants—without adjusting that of the
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dominant, fast component of the bAP—manipulates the
positive and negative temporal extent, and thus the skew,
of NMDAr-[Ca®"] influx generated by spike or triplet pair-
ings in this model (Fig. 4a, b). Simultaneously adjusting the
Hill function thresholds for kinase and phosphatase activa-
tion allows the temporal extent and skew of the resultant
learning curves to be similarly manipulated without signif-
icantly affecting the magnitude of LTD and LTP expressed
(Fig. 4c, d). In order to better reflect the empirical data
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concentration, and all other parameter values are the same as in (a). (d)
Synaptic weight change generated by 100 triplet pairings delivered at
5 Hz with values of 3 adjusted such that the maximum amount of
LTD and LTP expressed remains approximately constant; 3p=0.39 and
Bp=0.175 (red line); fp=0.45 and Bp=0.24 (grey line); Bp=0.51 and
Pp=0.31 (blue line). In each case, kp=0.04, kp=4x10*, kinase and
phosphatase dynamics are controlled by peaks in intracellular calcium
concentration, and all other parameter values are the same as in (b). (e)
Synaptic weight change generated by 100 spike pairings delivered at
5 Hz with TbAP,s:55 ms, TNMDA,s ™= 100 ms, BP:0.32, BD:0.125, kP:
0.04 and kp=4x10", where kinase and phosphatase dynamics are
controlled by peaks in intracellular calcium concentration. (f) Synaptic
weight change generated by 100 triplet pairings delivered at 5 Hz with
the same parameter values as (e)
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illustrated in Fig. 1b, c—by extending the temporal range of
acausal spike pair interactions and reducing that of causal
interactions, as well as increasing the negative skew of the
NMDATr-[Ca*"] profile and resultant learning curves—we
therefore repeat the simulations described above with
Toars=55 ms and Tnmpa =100 ms (Fig. 4e, f). This
represents a significantly larger slow time constant for the
bAP than that employed in previous modelling studies; al-
though there is little empirical data available to guide the
choice of this parameter value (Shouval et al. 2002; Rackham
et al. 2010; Stuart and Sakmann 1994; Magee and Johnston
1997; Larkum et al. 2001). The slow time constant of calcium
influx through the NMDA receptor is also shorter than that
measured experimentally, which has been shown to corre-
spond well with the time course of receptor deactivation
following glutamate release (~150 ms; (Sabatini et al.
2002)). However, that study measured the time course of
calcium influx following unitary NMDAr activation, as op-
pose to NMDAr kinetics when significant post-synaptic depo-
larisation follows glutamate binding by ~50-100 ms, for
which no empirical data is available. We use this combination
of slow time constants in all further simulations presented
here, but it is important to note that each of the results
described can be qualitatively replicated with T,pps=55 ms
and Tnmpas=152 ms, as employed in the vast majority of
previous theoretical studies (Supplementary Figure 1).

2.3 Induction of synaptic plasticity by tetanic stimulation

Having constrained the parameters of the plasticity model to
account for recent observations of triphasic hippocampal
STDP, we now examine whether it is also possible to repli-
cate synaptic plasticity data obtained using other stimulation
protocols in order to provide a unified account of dynamic
weight change dictated by NMDAr-[Ca®]. Firstly, we ex-
amine tetanic stimulation—whereby a set number of pre-
synaptic inputs are applied periodically at a constant firing
rate (see Section 4). This form of stimulation typically
generates a Bienenstock, Cooper and Munro (1982) or
‘BCM’ type learning curve, illustrated in Fig. 5a (Bienenstock
et al. 1982). Conversely, in our simulations, only LTD is
generated across the same range of input firing rates. Closer
examination reveals that this results from the inclusion of
short-term synaptic depression, with a more recognizable
BCM-type curve being generated when simulations are re-
peated in the absence of short-term plasticity (i.e. with Fp=0,
see Section 4; Fig. 5b). However, the firing rate at which LTD
and LTP are first expressed in these simulations remains
significantly higher than that observed experimentally
(O’Connor et al. 2005b).

One issue with the interpretation of empirical plasticity
data obtained using tetanic stimulation protocols is the fact
that post-synaptic activity is rarely recorded, but has a
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significant impact on the magnitude of NMDAr-[Ca®*] gen-
erated. In fact, experimental evidence suggests that post-
synaptic activity is a necessary requirement for any form
of synaptic plasticity, although contradictory reports do exist
(Shouval et al. 2010; Christie et al. 1996; Fan et al. 2005).
Wittenberg and Wang (Wittenberg and Wang 2006) provide
unique data regarding the induction of LTD by a single LFS
protocol (900 pulses at 3.3 Hz), in that the response of the
post-synaptic neuron was recorded throughout pre-synaptic
stimulation—as 200 action potentials which each followed
input volleys with a latency of 6.2+4 ms. Previous compu-
tational models of STDP are likely to translate these repeat-
ed causal spike pairings into LTP, in contrast with this
empirical data, highlighting a critical weakness of those
models (Shouval et al. 2010). In contrast, when we apply
tetanic stimulation in the presence of stochastic post-
synaptic activity with the same statistics, then a BCM-type
learning rule with realistic thresholds for the expression of
both LTD and LTP is generated, both with and without
short-term synaptic depression (Fig. 5c). Again, the expres-
sion of LTP is much more rapid than that of LTD during
tetanic stimulation (the average transition from low— high
weight taking place 13+7 s after the onset of 50 Hz stimu-
lation, and the average high— low weight transition taking
place 120£76 s after the onset of 5 Hz stimulation) and on a
similar timescale to that observed experimentally (80+70s
for LTP and 183+126 s for LTD in O’Connor, Wittenberg
and Wang (O’Connor et al. 2005a); 38 s for LTP in Bagal et
al. (Bagal et al. 2005)). Moreover, all changes in synaptic
strength subsequently decay over a period of hours.

The modified Hill functions that control kinase and phos-
phatase dynamics in this model also allow the NMDAr-[Ca*"]
threshold at which potentiation and depression are expressed
to be modulated in a straightforward manner (see Section 4).
Thus, a process of metaplasticity—whereby the level of tetan-
ic stimulation required to induce LTP / LTD is dynamically
modified by ongoing synaptic activity—can easily be incor-
porated (Morgan 2007; Buchler and Cross 2009). For exam-
ple, increasing the threshold for kinase activation 3p shifts the
position of the theoretical modification threshold to higher
firing rates (Fig. 5d). Furthermore, setting the gain of kinase
or phosphatase activation k, =0 reveals the competitive and co-
activated processes of potentiation and depression observed
experimentally under selective pharmacological blockade

(Fig. 5e, 1).

2.4 Induction of synaptic plasticity by other stimulation
protocols

Finally, we examine the dynamics of synaptic plasticity
generated by a variety of other stimulation protocols.
Firstly, we pair pre-synaptic stimulation with different
levels of post-synaptic depolarisation, a protocol that has
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Fig. 5 Synaptic plasticity induced by tetanic stimulation. (a) Experi-
mentally observed synaptic weight change induced by periodic pre-
synaptic stimulation delivered at various firing rates from (O’Connor et
al. 2005b). (b) Overall synaptic weight change generated in the model
when the same form of stimulation is applied with Tpaps=55 ms,
Tampas=100 ms, Bp=0.32, Bp=0.125, kp=0.04 and kp=4x10",
kinase and phosphatase dynamics controlled by peaks in intracellular
calcium concentration, in the presence (red line) or absence (blue line)
of short-term synaptic depression. (¢) Overall synaptic weight change
generated in the model by periodic pre-synaptic stimulation delivered
at various firing rates in the presence of stochastic post-synaptic
activity that follows the statistics described in (Wittenberg and Wang
2006) and all other parameter values the same as in (b). (d) Overall

been empirically demonstrated to produce a BCM-type
curve, with LTD at moderate post-synaptic membrane
voltages giving way to LTP at higher levels of depolarisa-
tion due to the increasing influx of calcium through the
voltage gated NMDA receptor (Ngezahayo et al. 2000).
This data is well replicated by the model (Fig. 6a). Next,
we examine the impact of manipulating the amplitude of
the bAP during triplet pairing stimulation. It is well
known that bAP amplitude attenuates significantly with
distance from the soma, reducing the voltage-dependent
relief of NMDAr following a post-synaptic action poten-
tial, and this may have a critical impact on the nature of
synaptic weight change generated by identical stimulation
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synaptic weight change generated in the model by periodic pre-synaptic
stimulation delivered at various firing rates in the presence of stochas-
tic post-synaptic activity that follows the statistics described in
(Wittenberg and Wang 2006) with short-term synaptic depression,
p=0.37 (blue line) or 3p=0.42 (red line) and all other parameter
values the same as in (c). (e) Experimentally observed weight
change induced by periodic pre-synaptic stimulation delivered at
various firing rates in the presence of selective pharmacological
blockade of kinase (blue) or phosphatase (red) activity from (O’Connor et
al. 2005b). (f) Overall synaptic weight change generated in the model
when the same form of stimulation is applied under conditions of putative
kinase (blue) or phosphatase (red) blockade (i.e. kp=0 or kp=0), with
short-term depression, and all other parameter values the same as in (b)

protocols at proximal and distal dendrites (Larkum et al.
2001; Johnston et al. 2003; Canepari et al. 2007). Simu-
lations indicate that a reduction in the value of Vi max
generates a reduction in the magnitude of LTP and the
temporal extent of both LTP and LTD generated by triplet
pairing protocols (Fig. 6b). This matches recent experi-
mental data from cortical pyramidal neurons—although
similar results from CAl pyramidal neurons are so far
lacking (Froemke et al. 2005).

Next, we examine the change in synaptic weight generated
by approximately synchronous pre- and post- synaptic bursts
delivered with differing intra-burst frequency. In the acute
cortical slice, this form of stimulation has been applied to
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Fig. 6 Synaptic plasticity induced by other stimulation protocols. (a)
Overall synaptic weight change generated by 100 pre-synaptic inputs
delivered at 2 Hz while the post-synaptic membrane voltage is held
fixed at various levels of depolarisation, with Tpaps=55 mS, TnmDA 5=
100 ms, Bp=0.32, fp=0.125, kp=0.04 and kp=4x 10, where kinase
and phosphatase dynamics are controlled by peaks in intracellular calci-
um concentration. (b) Synaptic weight change generated by 100 triplet
pairings delivered at 5 Hz with various temporal offSets (At=tyog-tpre),
Vip, max=33 mV (blue line), Vi, max=50 mV, Vi, =67 mV (grey
line), Vip, max=83 mV and Vi, =100 mV (red line) and all other
parameters the same as in (a). (¢) Synaptic weight change generated by

demonstrate that the degree and direction of synaptic weight
change induced by temporally correlated pre- and post- syn-
aptic activity is highly dependent on the temporal proximity of
consecutive spike pairings, with LTD induction at low intra-
burst frequencies giving way to LTP induction at higher intra-
burst frequencies (Sjostrom et al. 2001; Froemke et al. 20006).
This experimental data can again be characterized by a BCM-
type curve that is well replicated by the model (Fig. 6¢).
Further experiments in acute hippocampal slices have
demonstrated that the induction of LTP is explicitly depen-
dent upon post-synaptic bursting, but relatively insensitive
to the number of pre-synaptic spikes (Pike et al. 1999;
Larson et al. 1986; Frick et al. 2004). Again, this data is
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forty causal (blue) and acausal (red) pre- and post- synaptic bursts
delivered at 0.5 Hz with differing intra-burst frequency and all other
parameters the same as in (a). (d) Synaptic weight change generated by
10 causal pre- and / or post- synaptic burst pairings delivered at 5 Hz in
the experimental data from (Pike et al. 1999) (grey) and in the model with
(red) and without (blue) short-term synaptic depression, where all other
parameters are the same as in (a). (€) Synaptic weight change generated
by 60 triplet pairings delivered at 1 Hz in the experimental data from
(Wang et al. 2005) (grey) and in the model at 1 Hz (blue) and 5 Hz (red),
with and without short-term synaptic depression, where all other param-
eters are the same as in (a)

well replicated by the model, with solely pre-synaptic burst-
ing generating no significant weight change, while post-
synaptic bursting is sufficient to induce LTP when paired
with one or more pre-synaptic spikes (Fig. 6d). Comple-
mentary data from cortical preparations suggest that the
failure of multiple pre-synaptic spikes to induce LTP may
be attributed—at least, in part—to the short-term depression
of transmitter release (Froemke et al. 2006). Accordingly,
when these simulations are repeated in the absence of short-
term depression, an approximately equal magnitude of LTP
is incurred by pre-synaptic bursts paired with single post-
synaptic action potentials and single pre-synaptic action
potentials paired with post-synaptic bursts.
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Similar experimental investigations in hippocampal
cultures have examined the synaptic weight change gen-
erated by more elaborate triplet pairings. These studies
revealed an apparent asymmetry in the temporal integra-
tion of potentiation and depression processes (Froemke
et al. 2006; Rubin et al. 2005; Wang et al. 2005).
Specifically, LTP is expressed if a causal spike pairing
follows an acausal spike pairing with approximately
equal temporal offset; but no significant weight change
is induced if the order of spike pairings is reversed. At
first examination, it appears that the model is unable to
account for this data, as moderate LTD is generated by
both pre-post-pre and post-pre-post pairings (Fig. 6e).
However, it is important to note that there is a discrep-
ancy between that data, obtained from hippocampal
cultures, and the results illustrated in Fig. 1b-d, which
are acquired from the acute slice, as causal triplet pair-
ings delivered at 1 Hz induce significant LTP in culture
but mild LTD in the slice (Wittenberg and Wang 2006;
Wang et al. 2005). When we increase the frequency of
triplet pairings to 5 Hz, then the degree and direction of
weight change observed in culture is qualitatively repli-
cated by the model. Again, these results are dependent
on the inclusion of short-term synaptic depression—when
this feature of the model is removed, then a greater
level of potentiation is incurred by pre-post-pre pairings
(Fig. 6e).

Finally, we demonstrate that each of the results described
above can be replicated when the dynamics of kinase and
phosphatase activity are controlled by integrated calcium
influx (see Section 4). Figure 7 illustrating the synaptic
weight change generated by spike and triplet pairing, tetan-
ic, post-synaptic depolarisation and burst pairing stimulation
protocols. In each case, the results are comparable both to
experimental findings and to the less computationally de-
manding case where plasticity is controlled solely by local
peaks in NMDAr-[Ca®"]. Importantly, the inclusion of
short-term synaptic depression is still required to replicate
certain aspects of empirical plasticity data in this case
(Fig. 7e, ).

3 Discussion

Recent empirical examinations of spike-timing dependent
plasticity at the CA3-CAl synapse have demonstrated that
changes in synaptic conductance are jointly dependent on
the temporal offset of pre- and post- synaptic firing, number
of post-synaptic spikes fired, frequency of spike or triplet
pairings and duration of stimulation (Pike et al. 1999;
Wittenberg and Wang 2006; Buchanan and Mellor 2007). We
have demonstrated that the calcium control hypothesis—
which has previously shown that peak NMDAr-[Ca®*] influx

is sufficient to account for the spike-timing dependence of
triphasic hippocampal plasticity—can be extended to incor-
porate the influence of post-synaptic bursting, stimulus dura-
tion, frequency, and the dynamic nature of step-like changes
between binary synaptic states. Our motivation was to repro-
duce a wide range of plasticity data using a minimal number of
assumptions and thereby provide a parsimonious model that is
suitable for network level simulations (Shouval et al. 2002;
Graupner and Brunel 2010). In addition to those made previ-
ously, we have incorporated co-activated and competitive
kinase and phosphatase pathways with distinct kinetics that
dictate probabilistic transitions in a Markov model of binary
synaptic states. We have demonstrated that the frequency
dependent accumulation of NMDAr-[Ca®"] is sufficient to
account for the frequency dependence of hippocampal STDP;
assigning more rapid kinetics to the kinase pathway responsi-
ble for potentiating weight transitions is sufficient to account
for the shorter duration of stimulation required to induce LTP;
the use of binary synaptic weight states dictates that the
magnitude of LTP and LTD naturally saturates, avoiding the
need for ad-hoc limits on maximum weight change; and
assigning non-zero equilibrium values to kinase and phospha-
tase activation is sufficient to replicate the decay of early phase
plasticity. We have subsequently demonstrated that this plas-
ticity model can replicate experimental data obtained using a
number of stimulation protocols. In summary, we provide a
parsimonious, unified computational model of synaptic
plasticity at connections between excitatory hippocampal
neurons—a process that is critically implicated in mammalian
declarative memory function—with particular emphasis on
the dynamics of synaptic weight change.

We have utilised this model to make two predictions
regarding the dynamics of NMDAr-dependent calcium in-
flux generated by STDP stimulation protocols. Firstly, we
suggest that the induction of LTD by post-pre spike pairings
over a range of -60 ms<At<0 ms implies that the slow, less
dominant component of the bAP (dictated in these simula-
tions by the parameter Tyaps) should follow a similar time
course in dendritic spines, although it is very difficult to test
this conjecture experimentally. Secondly, in order to avoid
spurious pre-post pairings at At>~60 ms, the NMDA re-
ceptor should not allow significant calcium influx when
depolarisation follows glutamate binding by a similar tem-
poral offset. This prediction could be tested through exper-
imental measurements of the NMDAr-[Ca’"] current
generated by spike and triplet pairing protocols at different
stimulation frequencies. It is also well known that activity-
dependent NR2A / NR2B subunit composition has a signif-
icant influence on the temporal profile of NMDAr currents,
particularly at the high and low firing rates associated with
synaptic plasticity induction (Erreger et al. 2005; Perez-
Otano and Ehlers 2005; Gerkin et al. 2007). Moreover, it
has been demonstrated that these subunits independently
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Fig. 7 Summary of synaptic plasticity data generated by integrated
calcium influx. (a) Overall synaptic weight change generated by 100
spike pairings delivered at 5 Hz with Tpaps=55 ms, Tnmpa,s=100 ms,
Br=0.32, Pp=0.125, kp=1x10" and kp=4x10°, where kinase and
phosphatase dynamics are controlled by integrated calcium influx.
Horizontal dashed line represents zero change in total synaptic weight.
(b) Synaptic weight change generated by 100 triplet pairings delivered at
5 Hz with all other parameter values the same as in (a). (¢) Synaptic
weight change generated by tetanic pre-synaptic stimulation delivered at
various firing rates in the presence of stochastic post-synaptic activity that
follows the statistics described in (Wittenberg and Wang 2006), and all
other parameter values the same as in (a). (d) Synaptic weight change

mediate spike-timing dependent potentiation and depression
(tLTP /tLTD) in hippocampal cultures and may subsequent-
ly control the temporally asymmetric integration of those
processes revealed by triplet and quadruplet pairing experi-
ments (Rubin et al. 2005; Wang et al. 2005; Gerkin et al.
2007).

The dynamics of kinase and phosphatase activation in
this model are dictated by modified Hill functions inspired
by recent advances in systems biology (Morgan 2007;
Buchler and Cross 2009). These functions were developed
to provide a quantitative kinetic description of enzymes and
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generated by 100 pre-synaptic inputs delivered at 2 Hz while the post-
synaptic membrane voltage is held fixed at various levels of depolarisa-
tion, and all other parameter values the same as in (a). (e) Synaptic weight
change generated by 10 causal pre- and / or post- synaptic burst pairings
delivered at 5 Hz in the experimental data from (Pike et al. 1999) (grey)
and in the model with (blue) and without (red) short-term synaptic
depression, where all other parameters are the same as in (a). (f) Synaptic
weight change generated by 60 triplet pairings with various temporal
offsets delivered at 1 Hz in the experimental data from (Wang et al. 2005)
(grey) and in the model with (blue) and without (red) short-term synaptic
depression, where all other parameters are the same as in (a)

transcription factors that are sequestered by inhibitors or
antagonists into inactive complexes below some threshold
or equivalence point. This sequestration mechanism, wide-
spread in genetic and regulatory networks, has several prop-
erties that make it particularly useful for modelling synaptic
plasticity processes, providing a threshold for activation
below which the accumulation of active regulatory mole-
cules is effectively buffered and above which an ultrasensi-
tive response that approaches bistability is generated. It is
also straightforward to parameterise these modified Hill
functions to suit the demands of any particular synaptic
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plasticity simulation, by matching the threshold value 3, to
the peak NMDAr-[Ca”"] values generated by different
forms of stimulation at which the expression of potentiation
or depression is required, or dynamically modulate these
thresholds to implement a process of metaplasticity.

It is important to note that the results presented here are
only intended to model long-term plasticity of CA3-CAl
synapses in the hippocampus. Experimental studies have
highlighted several important distinctions between the prop-
erties and mechanisms of plasticity at cortical and hippo-
campal synapses, indicating that a single theoretical
formulation is insufficient to account for both, and it is
tempting to speculate that this dichotomy might both reflect
and be reflected by functional differences in neural process-
ing mediated by these regions (Song et al. 2000). For ex-
ample, although it is clear that buffering of post-synaptic
calcium during stimulation prevents LTP and LTD in both
hippocampal and cortical preparations, the triphasic STDP
rule described here has only been observed in hippocampal
preparations, while all studies of cortical synapses have
revealed a biphasic STDP rule of the type illustrated in
Fig. 1a (Wittenberg and Wang 2006; Sjostrom et al. 2001;
Froemke et al. 2006; Froemke et al. 2005; Gerkin et al.
2007). The calcium control hypothesis naturally generates
a triphasic window due to the intermediate calcium concen-
trations produced by causal spike pairings at longer tempo-
ral offsets, and this makes the biphasic STDP learning curve
difficult to explain by a naive calcium control model alone.
Previous computational modeling studies have presented a
variety of putative mechanisms for avoiding LTD at longer
positive temporal offsets—by incorporating stochasticity,
dynamic interactions that veto depression following a causal
spike pairing, or segregating the induction mechanisms of
LTD and LTP (Karmarkar and Buonomano 2002; Shouval
and Kalantzis 2005; Rubin et al. 2005; Graupner and Brunel
2007; Urakubo et al. 2008). In support of the latter ap-
proach, recent empirical data suggests that tLTD induction
at cortical synapses relies on pre-synaptic NMDATr activa-
tion and retrograde cannabinoid signalling, as well as being
at least partially dependent on the activation of metabotropic
glutamate receptors and voltage-gated calcium channels
(Froemke et al. 2006; Sjostrom et al. 2003; Bender et al.
2006; Nevian and Sakmann 2006; Rodriguez-Moreno and
Paulsen 2008). Conversely, there is little evidence to suggest
that hippocampal synaptic plasticity is as strongly dependent
on these mechanisms.

This situation is confused, however, by the fact that
biphasic STDP has also frequently been observed in hippo-
campal cultures (Bi and Poo 1998; Wang et al. 2005). One
possible explanation is that LTD generated by longer posi-
tive temporal offsets is a product of feed-forward inhibition,
which is insignificant in hippocampal cultures but present in
the acute slice (Nishiyama et al. 2000). This hypothesis

gains some support from a study which demonstrated that
LTD induced at longer positive temporal offsets can be
selectively eliminated by bath application of the GABAergic
antagonist bicuculline (Aihara et al. 2007). However,
conflicting results come from whole cell recordings carried
out in bath application of the GABAergic antagonist picro-
toxin, which reveal no significant effect on the existence or
profile of the second tLTD window (Wittenberg and Wang
2006). There are a number of other significant differences in
synapse number, strength and development between acute
slices and cell cultures that can have a significant effect on
the induction of synaptic plasticity, and may therefore be
responsible for the apparent existence of a triphasic STDP
curve in the slice and biphasic curve in culture (Bi and Poo
1998; Buchanan and Mellor 2007; Meredith et al. 2003;
Aihara et al. 2007). Whatever the relative contribution of
inhibitory input to the profile of the triphasic STDP window,
it is well known that CA1 pyramidal neurons receive pre-
dominantly inhibitory input from multiple sources during
stereotyped learning and spatial exploration i vivo, and that
changes in the level of inhibition during development sig-
nificantly modulate the degree and direction of synaptic
plasticity incurred by spike-timing stimulation protocols
(Buchanan and Mellor 2007; Meredith et al. 2003). Hence,
it seems prescient to extend this model to include realistic
patterns of inhibitory input, in order to provide a more com-
prehensive appraisal of synaptic plasticity at the CA3-CAl
synapse.

The model presented here exhibits several further limita-
tions that might be addressed by future theoretical studies.
For example, several experimental results can only be repli-
cated here by the inclusion of short-term synaptic depres-
sion, but it is unlikely that this represents the sole mechanism
responsible for the lack of LTP induced by multiple pre-
synaptic spikes in vivo (Froemke et al. 2006). The magnitude
of weight change induced by different stimulation protocols
in this model is also generally smaller than that observed
empirically, despite the fact that the relative frequency of
occurrence and conductance of potentiated and depressed
synapses are matched to published data (Petersen et al.
1998; O’Connor et al. 2005a; Abarbanel et al. 2005). More-
over, AMPAr and NMDAr conductances are not linked to
changes in putative synaptic strength, such that the magni-
tude of depolarisation generated by synaptic currents is equal
for high and low weight synapses—i.e. synapses do not
generate larger synaptic currents, and therefore greater depo-
larisation in the spine, following LTP. Although this is in line
with the vast majority of theoretical studies of plasticity
induction, is clearly at odds with the situation in vivo
((Shouval et al. 2002; Pfister and Gerstner 2006; Sjostrom
et al. 2008; Zhabotinsky 2000; Karmarkar and Buonomano
2002; Abarbanel et al. 2003; Shouval and Kalantzis 2005;
Abarbanel et al. 2005; Rubin et al. 2005; Graupner and
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Brunel 2007; Pi and Lisman 2008; Urakubo et al. 2008), for
reviews see (Rackham et al. 2010; Graupner and Brunel
2010)). It has also been demonstrated that changes in
AMPAr conductance associated with the expression of
long-term synaptic plasticity are accompanied by concomi-
tant changes in NMDAr conductance (Perez-Otano and
Ehlers 2005; Watt et al. 2004). This has interesting implica-
tions for further synaptic plasticity—as both the level of
depolarisation in the spine and the level of NMDAr-
dependent calcium influx generated by that depolarisation
will be concurrently modulated, possibly contributing to the
‘lock-in’ of changes in synaptic conductance observed ex-
perimentally (O’Connor et al. 2005a). By elaborating the
secondary messenger pathways in the plasticity model to
more closely replicate the activity of CaM, CaMKII, PPI,
PP2A, I1 and other proteins implicated in plasticity expres-
sion, as well as additional sources of internal and external
calcium influx, it may be possible to more accurately
appraise the mechanisms of synaptic plasticity (Citri and
Malenka 2008; Graupner and Brunel 2007; Lisman and
Spruston 2005). However, the complexity of such models
and associated computational cost might also render them
unsuitable for network level simulation.

Finally, it is well established that processes of synaptic
plasticity are accompanied by concurrent and interacting
processes of homeostatic and intrinsic plasticity which reg-
ulate neural activity over longer timescales (Nelson and
Turrigiano 2008; Desai 2003). Recent computational mod-
elling suggests that the interaction of these processes is
critical to establish and maintain appropriate conditions for
transient dynamics during cognitive processing, and the
examination of a unified model of neural and synaptic
plasticity is therefore a critical direction for future theoreti-
cal studies (Buonomano 2005; Lazar et al. 2009; Buzsaki
2010; Fiete et al. 2010). More generally, an examination of
the synaptic and neural dynamics generated by the triphasic
STDP rule in network models of hippocampal function with
realistic activity patterns, including theta modulation and
phase precession, would contribute significantly to the un-
derstanding of hippocampal function during putative learn-
ing behaviour (Bush et al. 2010). The requirement for
multiple post-synaptic spikes to induce LTP, for example,
implies that bursting may be the primary mode of encoding
salient information in the hippocampus (Lisman 1997,
Harris et al. 2001). The distribution of inhibitory and
excitatory inputs with different properties at different
locations across the dendritic tree will generate more
complex patterns of post-synaptic depolarisation and
calcium influx, possibly allowing useful nonlinear com-
putations to be performed. Recent studies have de-
scribed several forms of heterosynaptic plasticity in
pyramidal neurons that might also be explained by the
calcium control hypothesis, allowing the nature of active
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dendritic processing to be more precisely elucidated
(Dudman et al. 2007; Kampa et al. 2007; Losonczy et
al. 2008; Legenstein and Maass 2011).

4 Methods
4.1 Neuron model

The vast majority of afferent excitatory synapses on cortical
pyramidal neurons are found on dendritic spines—small,
membranous protrusions that are connected to the dendritic
tree by a narrow neck (Harris and Kater 1994). Due to the
limited diffusion of biochemical signals including calcium
through this neck, dendritic spines effectively compartmen-
talise synaptic processes and thereby promote their indepen-
dence (Larkum et al. 2001). In this model, we examine N
independent, passive dendritic spines with surface area
Agpine whose membrane potential Vi (mV) is dictated solely
by leak conductance according to Eq. (1); where C, is
the specific membrane capacitance, Iy (mA) is the total
synaptic current to the Nth spine, g; is the maximum
leak conductance and Ep is the reversal potential of the
leak current.

vy 1 ([ Iy
dt  C, \A

- ) (1)

spine

Each spine has AMPA and NMDA mediated synaptic
currents with kinetics based on experimental recordings and
governed by Eq. (2); where Gamra represents the maximum

conductance, Pappanmpa the dimensionless open channel
probability and Esnpanmpa the reversal potential (Destexhe
et al. 1994; Dayan and Abbott 2001). Following an incoming
action potential at time ty, AMPAr conductance is modelled as
a single exponential with instantaneous rise time and subse-
quent decay with a time constant of Tonpa=5.26 ms; while
NMDATr conductance is modelled as the sum of fast and slow
exponentials with time constants Tympa. rise=1.5 ms and
TnMDAs Varying between 50 ms and 152 ms respectively
(Dayan and Abbott 2001). The term Bynvpa 1S @ normalisation
factor which ensures that the peak conductance generated by
this alpha function remains equal to the maximum conduc-
tance when the individual time constants are adjusted, while
Gnmpa describes the additional voltage dependence due to
the blockade of NMDA receptors by Mg®" (Dayan and Abbott
2001; Jahr and Stevens 1990). Finally, each synapse exhibits
short-term depression, such that the dimensionless probability
of release is reduced immediately after pre-synaptic glutamate
release, and subsequently returns to its equilibrium value
Py=0.5 with a time constant of T,;;=50 ms (Dayan and Abbott
2001).
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In = Livpa + Invupa

Livpa = —ZapipaParra(V — Eanipa)
P avpa (t) = Prelexp@“*f)/u/wm
Invpa = —8nmpaPnvinaGuvpa (Vv — Enspa)

Pavina (t) = P, BNupa (exp(fO*f)/TNMDAX _ exp(toft)/fNMDAg)

INMDA, i, TNMDA, e -1
B o TNMDA/» TNMDAs TNMDA; INMDAy
NMDA TNMDAs TNMDAs
1

2
1+[A§‘%;]exp*m’/1"-”

GNMDA = (

P = Po(1 — explo=0/m)
(2)

Another significant source of depolarisation in the den-
dritic spine is provided by backpropagating action potentials
(bAPs) from the soma (Stuart and Sakmann 1994; Magee
and Johnston 1997; Palmer and Stuart 2009). In accordance
with previous modelling studies, a post-synaptic action po-
tential at time t, generates peak depolarisation Viapmax in
the spine that subsequently undergoes decay with a large,
rapid component and smaller, slower component (with time
constants Tpap =3 ms and Tpap; Varying between 25 ms and
85 ms respectively), the relative contribution of each term
dictated by the dimensionless positive constants Ipap=0.75
and I,aops=0.25 according to Eq. (3) (Shouval et al. 2002;
Rackham et al. 2010).

bAP(t) = Vpap.max (IbAPfexp(m*’/W”) _‘_IbAP.Sexp(IO*I‘/TbA[’J))

(3)

The local calcium concentration [Ca®'] in each dendritic
spine (uM) is determined by influx through NMDAr and
passive decay with a time constant T, according to Eq. (4);
where gyypa ca represents the maximum calcium conduc-
tance of NMDAr, Ec, the reversal potential for calcium, and
the positive constant & converts ionic current to concentra-
tion change per unit time (Graupner and Brunel 2007;
Rackham et al. 2010; Sabatini et al. 2002).

Canvupa = —8nupa,ca’NmpaGympa(Vy — Eca)
d[Ca** Ca** (4)
dica”] 7 I Canvpa — lea™]

t TCa

All relevant parameters in the neuron model are fitted to
recent data from electrophysiological and fluorescent imag-
ing studies of dendritic spines on CAl pyramidal neurons
during synaptic activation and action potential generation
(Rackham et al. 2010). Maximum excitatory conductance
values are chosen to match experimental recordings
which indicate that an AMPAr mediated depolarisation of
~10 mV is generated in the spine by activation of a single
synapse (giving gampa = 23.5pS); an NMDAr mediated

depolarisation of ~5 mV is generated in the spine by activation
of a single synapse in the absence of extracellular Mg*"
(giving gavpa = 3.35pS); and bAPs generate a maximum
depolarisation of Vyapmax=67 mV in the spine unless stated
otherwise (Canepari et al. 2007; Palmer and Stuart 2009;
Fernandez de Sevilla et al. 2007). Maximum calcium conduc-
tance of the NMDA receptor is initially set at gxypa, ca = 0-
159pS to generate a peak calcium concentration of 0.17 pM
from a single synaptic input at resting membrane potential,
and adjusted when the temporal profile of NMDAr activation
is manipulated in other simulations to provide the same peak
calcium concentration (Graupner and Brunel 2007). The de-
cay of [Ca®"] proceeds with a time constant of Tc,=15 ms, in
line with empirical recordings of calcium dynamics in indi-
vidual dendritic spines on CA1 pyramidal neurons (Sabatini et
al. 2002). The source and value of all simulation parameters
are given in Table 1.

4.2 Plasticity model

The majority of previous models based on the calcium
control hypothesis have used an arbitrarily defined function
to translate peak or integrated NMDAr-[Ca2+] values di-
rectly into synaptic weight change (Shouval et al. 2002;
Rackham et al. 2010). In contrast, we make use of two
intermediate dynamic pathways with distinct kinetics that
independently control the probability p, of stochastic poten-
tiating and depressing transitions (x € P,D) between binary
high and low synaptic weight states wy in a Markov model.
We putatively associate the probability of low—high and
high—low weight transitions with kinase and phosphatase
activity respectively.
be — _opo)  x e (P,D)
_ (e a) (] -5,
T HCAH((Ca ) ([Ca* |- ) ™

pe _ dpr 4 p }ifd[C;H] Con dz[jzzﬂ ~0 (5)
t 5

HNy

dt dt

d) dj
_5tD = %—i— kDO'D — k]O’P

ZfPNWP +/pNwp
Zﬁ’oNWP + fpoNwp

Aw =

Transition probabilities take non-zero values py, at rest
and decay with individual time constants T, after being
perturbed by NMDAr-[Ca*"] dynamics that are identical
across each of N=10000 simulated dendritic spines. Transi-
tion probabilities are incremented either at each time step by
integrated calcium influx; or solely at local peaks in calcium
concentration. In both cases, the scale of increase is calcu-
lated as the product of a positive constant k, and modified
Hill function o,=f([Ca®"]) inspired by recent advances in
systems biology, where H represents the Heaviside step
function (Morgan 2007; Buchler and Cross 2009). These
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Table 1 Parameter definitions and values used throughout the simulations presented

Notation ~ Parameter Value Source

Cn Specific membrane capacitance 1 pF/em? (Destexhe et al. 1994)

gL Leak conductance 0.1pS (Destexhe et al. 1994)

Agpine Spine surface area 1.75x107 em? -

ZAMPA Peak AMPA conductance 23.5pS Set to produce 10 mV depolarisation in the spine
under total NMDAr blockade (Palmer and Stuart 2009)

ZNMDA Peak NMDA conductance 3.35pS Set to produce 1 mV depolarisation in the spine under total
AMPATr blockade with [Mg®"]=0 mM (Johnston et al. 2003)

TAMPA AMPA time constant 5.26 ms (Destexhe et al. 1994)

Tnmpa, r Fast NMDA time constant 1.485 ms (Destexhe et al. 1994)

Tampa, s Slow NMDA time constant 50 ms : 152 ms (Destexhe et al. 1994)

Ep Leak reversal potential —65 mV (Destexhe et al. 1994)

Eanpa AMPA reversal potential 0 mV (Rubin et al. 2005; Urakubo et al. 2008; Destexhe et al. 1994)

Exnmba NMDA reversal potential 0 mV (Rubin et al. 2005; Urakubo et al. 2008; Destexhe et al. 1994)

Mg*"] Extracellular Magnesium concentration 1 mM (Shouval et al. 2002; Rubin et al. 2005; Urakubo et al. 2008;
Destexhe et al. 1994)

Py Baseline probability of release 0.5 (Shouval et al. 2002; Urakubo et al. 2008)

Trel Time constant of short-term depression 50 ms -

Ipars Contribution of fast bAP time constant 0.75 (Shouval et al. 2002; Urakubo et al. 2008)

Ivaps Contribution of slow bAP time constant 0.25 (Shouval et al. 2002; Urakubo et al. 2008)

ThAPS Fast bAP time constant 3 ms (Shouval et al. 2002; Urakubo et al. 2008)

ThAPs Slow bAP time constant 25 ms: 85 ms (Shouval et al. 2002; Urakubo et al. 2008)

o Constant to convert NMDA current to calcium flux 1 pM/mC (Shouval et al. 2002; Rubin et al. 2005; Urakubo et al. 2008)

&NMpA, ca NMDATr calcium conductance 0.159pS Set to produce a peak of NMDAr-[Ca*"]=0.17 pM from
a single pre-synaptic input (Rubin et al. 2005)

Eca Calcium reversal potential 120 mV (Shouval et al. 2002; Rubin et al. 2005; Urakubo et al. 2008)

TCa Time constant of calcium decay 15 ms (Larkum et al. 2001)

Ppo Kinase activity / transition probability at rest 3.22x10°° -

Ppo Phosphatase activity / transition probability at rest  7.89x107 -

Tp Kinase time constant 50 ms -

95} Phosphatase time constant 2000 ms -

kp Kinase activation constant 0.04 /1x107 -

kp Phosphatase activation constant 4x10%/4x10°°

ky Competition constant 0.2 -

HCp Kinase dissociation constant 2 uM -

HCp Phosphatase dissociation constant 2 uM -

HNp Hill number of kinase activation 4 (Sjostrom et al. 2008; Karmarkar and Buonomano 2002;
Graupner and Brunel 2007)

HNp Hill number of phosphatase activation 3 (Sj6strom et al. 2008; Karmarkar and Buonomano 2002;
Graupner and Brunel 2007)

Bp Hill threshold for kinase activation 0.175:0.51 -

Bp Hill threshold for phosphatase activation 0:0.31 -

N Total number of synaptic inputs 10,000 -

fpo Initial frequency of synapses in high weight state ~ 0.29 (O’Connor et al. 2005a)

oo Initial frequency of synapses in low weight state 0.71 (O’Connor et al. 2005a)

Wp Putative strength of high weight state 2 (O’Connor et al. 2005a; Abarbanel et al. 2003)

Wp Putative strength of low weight state 0.66 (O’Connor et al. 2005a; Abarbanel et al. 2003)

Hill functions incorporate an effective threshold for activa-
tion 3, below which kinase and phosphatase activity is
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effectively buffered and above which activation follows
standard formalism (Eq. (5)). Hill coefficients HN, and
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dissociation constants HC, are set in accordance with pre-
vious modelling studies (Zhabotinsky 2000; Abarbanel et al.
2003; Pi and Lisman 2008). The results presented here are
robust to significant changes in these parameter values pro-
vided that HNp>HNp, negating the need for extensive param-
eter fitting (data not shown) (Zhabotinsky 2000; Abarbanel et
al. 2003). The empirically observed competition between
kinase and phosphatase activation is incorporated by subtract-
ing the product of a positive constant k; and Hill function op
that controls kinase activity from phosphatase activity during
step changes in transition probabilities.

The initial frequency of synapses occupying high and
low weight states is matched to empirical recordings in the
naive slice, with fpo=71 % of synapses occupying the low
weight state, fpo=29 % occupying the high weight state, and
the ratio of non-zero transition probabilities is set to main-
tain this relative frequency at rest (O’Connor et al. 2005a).
In line with empirical measurements regarding the relative
conductance of potentiated and depressed CA3-CAl synap-
ses, we set the relative strength of high and low weight
states as wp=2 and wp=0.66 respectively (O’Connor et al.
2005a; Abarbanel et al. 2005). The overall change in syn-
aptic weight Aw generated by various stimulation protocols
can then be assessed by comparing the frequency of synaptic
inputs occupying high and low weight states (fp and fp re-
spectively) at the start and end of each simulation according to

Eq. (5).
4.3 Simulation details

During spike pairing stimulation protocols, values of At
describe the temporal offset between the peak of a single
input EPSP and that of a single bAP; while in triplet pairing
protocols, values of At describe the temporal offset between
the peak of a single input EPSP and the second of two bAPs
that are separated by a constant offset of 10 ms (Wittenberg
and Wang 2006). Stimulation frequency in each case is
measured as the inverse of temporal offset between the peak
of successive input EPSPs. Tetanic stimulation consists of
three trains of one hundred pre-synaptic inputs delivered at
various frequencies, with a period of 5 min between each
train (O’Connor et al. 2005b). In tetanic stimulation proto-
cols with stochastic post-synaptic activity, periodic pre-
synaptic EPSPs are followed with a probability of 22.2 %
(corresponding to the ratio of two hundred post-synaptic
action potentials to nine hundred volleys of pre-synaptic
field stimulation observed in (Wittenberg and Wang 2006))
by a single bAP with temporal offset drawn from a random
distribution with p=6.2 ms and 0=4 ms. The post-synaptic
depolarisation protocol consists of delivering one hundred
pre-synaptic inputs at a frequency of 2 Hz while the mem-
brane voltage of the dendritic spine is clamped at a constant
value (Ngezahayo et al. 2000). The burst frequency

stimulation protocol consists of delivering forty bursts of
five pre- and five post- synaptic spikes at a rate of 0.5 Hz,
with equal inter-spike intervals determined by the intra-burst
frequency and either the pre- or post- synaptic spike train
leading the other by 6 ms (Sjostrom et al. 2001; Froemke et
al. 2006). The burst pairing stimulation protocol consists of
ten pairings of either a single spike or burst of three spikes
with an inter-spike interval of 5 ms pre- and / or post-
synaptically, with the pre-synaptic activity preceding post-
synaptic activity by 10 ms in all cases, at a constant fre-
quency of 5 Hz (Pike et al. 1999). The spike triplet pairing
protocol consisted of sixty pairings of one or two pre- and /
or- post synaptic spikes with varying temporal offset at a
constant frequency of 1 Hz or 5 Hz (Froemke et al. 2006;
Wang et al. 2005). All dynamic values are calculated at each
0.1 ms timestep using Euler integration, and all simulations
are performed using MATLAB.
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